High-Availability Web Application with AWS EFS
Shared Storage

Step 1) We will create EFS file system

Create file system x

Create a file system with the recommended settings shown below by choosing Create file system. To view all settings or to
customize your file system, choose Customize. Learn mare [2

Name - optional
Name your file system.

[ EFS_NGINX

Name can include letters, numbers, and +-=._:/ symbols, up to 256 characters,

Virtual Private Cloud (VPC)
Choose the VPC where you want EC2 instances to connect to your file system.

vpc-0c103db71a816e166 v
default

Recommended settings

Your file system is created with the following recemmended settings unless you choose to customize the file system.
You will be charged for storage and throughput. We recommend reviewing pricing for these features using the aws
Pricing Calculator [A.

Setting Editable after creation

Throughput mode Learn more [2 Elastic

Transition into Infrequent Access (1A) 30 day(s) since last access Yes

Cancel Create file system

Step 2) We will select default setting



Amazon EFS - Ci

ap-south-1.console.aw

> Files

(@ File system settings

Feedhack

Step 3) We will select subnet for mounting this efs and security group which should allow port

2049 for efs

on EFS - Ci

ap-south-1.consol

> Create

system settings

(@) Network access

mMazon.cor

Flle system setungs

General

Name - optional

| EFs_nGINX

File system type

ity Zeme. Lesrm mare [3

© Regional

One Zone

Automatic backups

Ensble automatic backups

Lifecycle management
Automat

Transition into Infrequent Access (IA)

ally save money as access patterns change by moving fl
Transition into Archive

3 Leaen mare [2

| 1 dayls) sin |
Encryption
Enable encryption of data at rest

» Customize encryption settings

Performance settings

mMazon.col

Network access

7 dayts) sinee Last access

st Leam mare [

Network

Virtual Private Cloud (VPC) mare [3

vpe-0c103db7 128162166

Mount targets

A mount target pravid v o . Armazon £F: . g ore mount target per A o more (2

Availability zone ‘Subnet ID 1P address type IPv4 address IPvE address Security groups

(‘apsouth-ta  w | [ subnetoes_. w | [ ivaonly v [ | ( v | ( Ramn\le:\
(psouth-ib v | [subnetoos. w | [ wvaony v | | | = v |

Add mount target

o
( )
et (o) (D)




Step 4) We can see EFS is available to use now

# Amazon EFS - File sy B instar

C 2% apsouth-1.consol Mazon.comy

o P
ia Pacific (Mumbai) Shubham Mishra

e Amazon EFS > File systems » fs-06chc918bdaaafoch c]

Elastic File System < EFS_NGINX (fs-06cbc918bdaaaf0Och)

File systems

General
Access DOII'lt;
Amazon resource name (ARN) Automatic backups
) @ Enabled
AWS Backup [2 [0 arn:aws:elasticfilesystem:ap-south-1:398568378183
8:file-system/fs-86cbc918bdaaafech Encrypted
AWS DataSync [2 31e21c78-999f-4bb7-b908-ca5a6a515883 (aws/elasticfilesystem)

2
AWS Transfer [ Performance mode File system state

General Purpose @ Available
Documentation [ Throughput mode DNS name
Elastic

I0] fs-86cbc918bdaaafch.efs.ap-south-1.amazonaws.com
Lifecycle management
Transition into Infrequent Access (1A): 1 day(s) since last access

Transition into Archive: 7 day(s) since last access overwrite p

@ Enabled

Transition into Standard: On first access

Availability zone
Regional

[J cloudShen  Feedback @ e its affiliates Privacy ~ Terms

Step 5) Now we will launch two ec2 across different az and enter user data to install nfs and
nginx package

> Launch an Instance ® & B

Metadata accessible | Info ¥ Summary

| Enabled v Number of instances | Info

Metadata IPv6 endpoint  Info [

Software Image (AMI)
Canonical, Ubuntu, 24.04, amdé..read more

266597082

Metadata version | Info

| V2 only (token required) v | ar
- ~ Virtual server type (instance type)
[ For V2 requests, you must include a session token in all instance metadata requests. t2.micro
Applications or agents that use V1 for instance metadata access will break.
\ J Firewall (security group)

launch.wizard-1
Metadata response hop limit | Info

|2 +)

Storage (volumes)
1 volumefs) - 8 GiB

Allow tags In metadata | Info

Select v
[ | Cancel Launch Instance

B Preview code

(7 thoosefile )

#/bin/bash
sudo apt update -y
sudo apt install nginx -y

Privacy  Terms




Step 6) See our instances are now available to use

e EC2 > Instances @ [CIE

Instances (2) i CECr e @ Connect C Instance state ¥ ) ( Actions ¥ ) Launch instances ¥

ess than a minut

EC2 <

| Q Find Instance by attribute or tag (case-sensitive) | | Allstates » | 1 @

Dashboard

AWS Global view [2 [J] Name & v | Instance ID | Instancestate ¥ | Instancetype ¥ | Statuscheck | Alarm status

Events [ server-1 1-02b8143024d68e8c2 @running @ @ t2.micro @ 2/2 checks passec  View alarms -

Instances []  SERVER_ 2 1-046fe86d7f5escdc1 @ Running & @ t3.micro @ 2/2 checks passec  View alarms

4 3

4

Instances

Instance Types

Launch Templates
Spot Requests .

Select an instance @ v
Savings Plans

Reserved Instances

Dedicated Hosts
Capacity Reservations

Capacity Manager New

<

Images
AMIs

AMI Catalog -

17

root@serveri: ~




Step 8) Now weill mount efs by dns on both ec2 instances
B Instance c

Mazon.cor

Attach

Mount your Amazon EFS5 file system on a Linux instance. Learn more [

[ © Mount via DNS ] ‘ ) Mount via IP

Using the EFS mount helper:

I0] sudo mount -t efs -o tls fs-@6chc918bdaaafOch:/ efs

Using the NFS client:

[0 sudo mount -t nfs4 -o nfsvers=4.1,rsize=1048576,wsize=1048576, hard, timeo=608, retrans=2, noresvport fs-@6chcg18bdaaafech.efs.ap-south-1.am
azonaws.com:/ efs

See our user guide for more information. Learn more [2

Step 9) See efs successfully mounted on both ec2 instances

root@serveri: fhome/ubuntu X [+l root@server2: fhome/ubuntu




Step 10) We have created folder in efs and added index.html to be accessed from both ec2
instances

Oct 18 21:58

root@serveri: /home/ubuntu/efs

Step 11) Fix the permission and everything as shown below

Step 1: Fix permissions on BOTH EC2 instances

sudo od 644 fhome/ubuntu s/index.html

at /home/ubuntu/efs/index.html




Step 2: Configure Nginx on BOTH instances

Step 3: Test and restart Nginx on BOTH instances

Step 12) Now we curl localhost on both ec2 instances and can see both serves same file



Oct 18 22:06

root@servert: /b [ root@serverz: fetc/nginx/sites-available

Step 13) After accessing public ip on both ec2 instances got same file from efs
v @ 52.66.200.52

& 2 Not secure

Hello from EFS

v @ 52.66.190.80

c 2 Mot secure

Hello from EFS




Technologies Used

Technology Purpose
AWS EC2 Virtual servers hosting web applications
AWS EFS Network File System for shared storage
Nginx High-performance web server

Linux (Ubuntu) Operating system
NFS v4.1 Network file sharing protocol

Bash Scripting  Automation and configuration

Key Features

High Availability: Multiple web servers ensure service continuity

Shared Storage: Centralized content management via EFS

Real-time Synchronization: Changes propagate instantly across all servers
Scalability: Easy to add more EC2 instances to the cluster

Cost-Effective: Pay-as-you-go EFS storage with no minimum commitments
Automatic Failover: If one server fails, others continue serving traffic
Persistent Mounts: EFS automatically mounts on instance reboot

Nooabkowh=



AWS Cloud (VPC) |

| |
EC2 Instance 1 | | EC2Instance2| |

|

|

| (Shared Storage)| |
| | |

| -index.html | |

| -assets/ | |

|

|

|

|

| |

| | (us-east-1a) | | (us-east-1b) | |

| | | |

| | | | |
| | | Nginx || | | Nginx | | |

| | ! | | | ]
|| | | |

| | | mount | | | mount | |

|| v | | |

| | /mome/ubuntu/ | | /home/ubuntu/ | |

| | efs/ | | efss | |

| ! | ' : i b
| | | |

| : | ! |
| l |

| l

| Amazon EFS | |

|

|

|

|

|

|

This project successfully demonstrates the implementation of a production-ready, highly
available web infrastructure on AWS using shared storage principles. By leveraging
Amazon EFS across multiple EC2 instances, | created a scalable architecture that
ensures content consistency and high availability while maintaining cost efficiency.
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